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Outline of the Talk

➢Robustness in model pruning framework.

➢Robustness for brain-inspired models.

➢Model privacy in distillation framework.

➢Future research discussion and conclusion.
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1a: Robustness for Pruned Models 
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Plot courtesy: https://medium.com/riselab/ai-and-memory-wall-2cb4265cb0b8

Growing Concern of A.I. and Memory Wall Problem
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Model Pruning is Necessary

Cloud computation Edge computation

Energy budget is large
Limited energy-budget 

and storage

Carbon 

footprint

+

Pruning
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Model Robustness is Necessary as Well

Stop

Tree

Bird

House

Attacker

Add 

perturbation 

to input

Take 

knowledge 

from model

A life-threatening 

consequence in safety-

critical applications

FGSM[1]

PGD[2]

[1] Ian J. Goodfellow et al.,“Explaining and harnessing adversarial examples”, ICLR 2014.
[2] Aleksander Madry et al., “Towards Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018

Robustness  is model performance against the perturbed input
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Adversarial Training Demands More Weights

Clean image Perturbed 

image

=

Train with both

Hence, pruning is difficult

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.
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Our Unified Pruning Solution: Overview

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

What to prune? How to prune?

When to prune? How often?

Model Pruning

UnstructuredStructured

Local

Global

Before training

During training After training One shot Iterative

Magnitude
Gradient-

based
Learned

Information-
based
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Robust Dynamic Network Rewiring (DNR)

1
2

1
2

1
2

Calculate momentum 

distribution per layer

Prune fraction of smallest 

weights from each layer

Redistribute edges 

according to weights 

having larger momentums

We use the hidden information of 

the network to find layer 

significance: 
𝜕(𝐿𝑜𝑠𝑠)

𝜕(𝑊𝑒𝑖𝑔ℎ𝑡)

Regrow n edges

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.
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Prune n edges

Newly removed edges

Newly regrown  edges

Normalized momentum
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DNR: Loss Components

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

How important is 

this term?
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DNR: Support for Channel Pruning

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

We rank the layer channels based on the L2 norm of 

the channel weights

We perform both pruning and regrowing in terms of 

the granularity of channels instead of weight scalars 
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Why structured pruning is beneficial for speed-up?

N’ < N
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DNR: Why this Approach is Better than SOTA

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

SOTA DNR Impact

Iterative One-shot Reduced training time

Need per-layer pruning Decides on the fly Reduced hyperparameter 

tuning 

Generally pruning and 

robustness considered as 

separate problem

Joint optimization with a 

single loss formulation

Achieves better 

compression while retaining 

robustness
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DNR: Compression vs Accuracy trade-off

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

VGG16 on CIFAR-10

ResNet18 on CIFAR-100
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VGG16 on CIFAR-10

ResNet18 on CIFAR-100

Channel pruning generally achieves poorer compression than irregular pruning
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DNR: Comparison with the SOTA

Souvik Kundu et al., “DNR: A Tunable Robust Pruning Framework through Dynamic Network Rewiring of DNNs, ASP-DAC 2021.

DNR outperforms current SOTA for both clean and perturbed 

image classification yet maintain increased compression ratio

[1]

[1]

[2]

[2]

[1] Ye et al., “Adversarial Robustness vs. Model Compression, or Both?”, ICCV 2019.
[2] Rakin et al., “Robust Sparse Regularization: Simultaneously Optimizing Neural Network Robustness and Compactness”, GLSVLSI 2020.
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Summary

17

➢ DNR shows a joint adversarial training and sparse learning  can yield better compression-

robustness trade-off.

➢ Both structured and irregular pruning can be implemented in the joint training framework 

of DNR to yield SOTA performance

➢ Adversarial robustness degrades more rapidly compared to clean image performance for 

aggressive compression.



Souvik Kundu

1b: Robustness for Brain-inspired Spiking Neural 
Networks (SNNs) 
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Why Brain-inspired SNNs?

➢ Can be extremely compute-energy efficient.

➢ Can work in an event-driven way on underlying

Neuromorphic hardware.

➢ Assumed to mimic functionality of human brain.

➢ Requires reduced memory for activation storage.

Image taken from “Data and Power Efficient Intelligence with Neuromorphic 
Learning Machines”, 2018.
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Basics of SNNs

Important components of brain nerve cells

Synaptic weight and event-based Neuromorphic computing 

Basic working 

principle of 

SNNs

Leaky integrate and fire 

(LIF) neuron dynamics in 

discrete time 

•Corresponds to ith current to one of the pre-
synaptic neuron j.

• vth - firing threshold voltage of current layer
• ui

t+1 - potential accumulated at ith neuron at 
time t+1.
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SNN Training Strategy

ANN training
ANN-to-SNN 

conversion
SNN training

Rate-coded input for various timestepsOriginal image
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Are SNNs Inherently Robust Against Adversary?

ECCV 2020.
DATE 2021.

➢ Few earlier research have concluded that SNNs are to some extent, inherently robust to 

adversarial images.

➢ Earlier research also hinted at SNNs to be more inherently robust than ANN counter-parts.

➢ However, no earlier work has concluded the same for extremely low-latency SNNs, which is a more 

applicable scenario for real-time applications.
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The Problem

➢ Low-latency direct input SNNs 

(LLSNNs) are extremely compute-

efficient.

➢ However, these SNNs sacrifice 

adversarial robustness 

significantly.

➢ Low-latency SNNs has poor 

adversarial robustness compared 

to ANN counter-parts.

Souvik Kundu et al., “HIRE-SNN: Harnessing the Inherent Robustness of Energy-Efficient Deep Spiking Neural Networks by Training with Crafted Input Noise”, ICCV 2021.

23



Souvik Kundu

Where do LLSNNs Differ from the Rate-coded Ones?

➢ Activation-sparsity is helpful for 

robustness: Spiking-activity per unit time 

step is more in LLSNNs

➢ Input approximation is helpful for 

robustness: Direct input makes sure no 

input approximation happens

➢ Reduction in time-step helps improve 

robustness. However, LLSNNs can’t gain 

from further reduction in t-steps.

Souvik Kundu et al., “HIRE-SNN: Harnessing the Inherent Robustness of Energy-Efficient Deep Spiking Neural Networks by Training with Crafted Input Noise”, ICCV 2021.
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Achieving Robustness for SNNs: HIRE-SNN

➢ Partitioning the t-steps T into multiple periods 

of small steps.

➢ Instead of using the same image over multiple 

steps, feed different perturbed variants of the 

image, during different periods.

Souvik Kundu et al., “HIRE-SNN: Harnessing the Inherent Robustness of Energy-Efficient Deep Spiking Neural Networks by Training with Crafted Input Noise”, ICCV 2021.

Perturbation
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HIRE-SNN Training Strategy

Souvik Kundu et al., “HIRE-SNN: Harnessing the Inherent Robustness of Energy-Efficient Deep Spiking Neural Networks by Training with Crafted Input Noise”, ICCV 2021.
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HIRE-SNN Performance

Souvik Kundu et al., “HIRE-SNN: Harnessing the Inherent Robustness of Energy-Efficient Deep Spiking Neural Networks by Training with Crafted Input Noise”, ICCV 2021.

HIRE-SNN consistently outperforms, traditional 

SNNs in providing better robustness
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Summary

➢ Inherent robustness of LLSNNs (direct input) are poorer compared to rate-coded SNNs, when 

trained in traditional approach. 

➢ HIRE-SNNs is a novel training strategy that can train SNNs with improved robustness against 

adversary.

➢ Crafted input noise helps improve robustness, however simple noise addition (e.g.: Gaussian 

noise) doesn’t help against strong adversary.
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2: Model Privacy Under Distillation
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Machine Learning as a Service (MLAAS) is on the Rise

Image courtesy: Google images

➢ Various trained models are deployed at the edge to perform complex computer vision and 

natural language processing tasks

➢ Industries prefer the trained models to be released as commercial black-box APIs

Household robots Autonomous driving Image analysis
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Model Performance Protection is Important

➢ Winning teams of AI competitions do not want their model performance to be replicated by opponents

➢ Industry releasing models as commercial black-box API do not want their model performance to be 

replicated by a potential competitor

➢ Commercial black-box ML APIs often require large human resource and training costs that the owner 

wants to be compensated for via MLAAS earnings

Source: https://www.tesla.com/AI
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Primary application: 

model compression

Souvik Kundu

Knowledge-Distillation (KD): A Potential Threat to MLAAS

➢ KD can transfer the “rich” knowledge of a compute-heavy teacher to a compute-efficient student 

model under both data-available[1] and data-free scenarios[2]

[1] Geoffrey Hinton et al., “Distilling the knowledge in a neural network”, NeurIPS 2014 (workshop).
[2] Paul Micaelli and Amos Storkey, “Zero-shot knowledge transfer via adversarial belief matching”, NeurIPS 2019.

Concerning application: 

mimicking performance 

from black-box models
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Undistillable Models[1]

➢ A class of models that 

➢ Perform similar to standard teacher models to maintain their own performance

➢ However, act as “nasty” teachers to any student model by not allowing it to mimic performance.

➢ Core idea 

➢ Inject false sense of generalization to the student[1]

[1] Haoyu Ma et al., “Undistillable: Making a nasty teacher that cannot teach students”, ICLR 2021 (spotlight).

Training loss of Undistillable models (ФT):

Cross-entropy (CE) 

loss
Self-undermining loss
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A1: Analyzing Undistillability

➢ A study of transferability of the impact of nasty teachers

The nastiness of a teacher transfers to its student

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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A2: Analyzing the Undistillability

➢A study of applying KD at various depth of the student model 

Impact of a teacher reduces as we use KD at 

shallower depths of student

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Our Proposal: Skeptical Student

➢ Transfer knowledge to shallow depth (Ф’S) of a student via aux. classifier (AC)

➢ Use self-distillation at AC in ФS - Ф’S   to boost performance of student ФS 

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Skeptical Students: Training Loss

KL-divergence loss component:

Self-distillation loss component :

CE loss component :

Total loss (hybrid distillation):

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Skeptical Students: Distilled from Nasty Teachers

Skeptical students achieve similar to teacher performance even when the teacher is 

Undistillable (or nasty).  

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Skeptical Students: Distilled from Normal Teachers

Skeptical students achieve similar to normal students’ performance upon distillation 

from a normal teacher.  

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Skeptical Students: Data-free Distillation

Grey-box teacher: Attention transfer (AT) loss 

Black-box teacher: Attention transfer (AT) loss 

Souvik Kundu et al., “Analyzing the Confidentiality of Undistillable Teachers in Knowledge Distillation”, NeurIPS 2021.
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Skeptical Students: Data-free Distillation Results

Skeptical students achieve significantly superior performance 

compared to normal counter parts.  

42



Souvik Kundu

Skeptical Students: Analysis of Results

Adverse mixing of class clusters

No visible adverse mixing of class clusters

Evaluations done on CIFAR-10 dataset with ResNet50 as teacher and ResNet18 as student model.
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Skeptical Students: Analysis of Results

Non-negligible logit values 

of incorrect classes
Negligible logit values of 

incorrect classes

Evaluations done on CIFAR-10 dataset with ResNet50 as teacher and ResNet18 as student model.

Incorrectly classified class
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Skeptical Students: Ablation with Hyperparameters

Skeptical students consistently outperform normal counter parts on different loss 

strength and temperature value choices1.

1 Evaluation done on CIFAR-100 dataset to ResNet18 student model.
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Skeptical Students: Ablation with Limited Data-availability

Skeptical students consistently outperform normal counter 

parts on various limited data availability scenarios1.

1 Evaluation done on CIFAR-10 dataset to ResNet18 student model.
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Skeptical Students: Transferability of Nastiness

The nastiness of a teacher does not get 

transferred to the skeptical student
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Summary

➢ Skeptical students can successfully distill from even a nasty teacher outperforming normal student 

counterparts

➢ Skeptical students can yield better performance on both data-available and data-free scenarios

➢ The success of skeptical students in mimicking model performance poses a fundamental question on 

protecting model IP in a distillation framework.
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Conclusions

➢ With the limitation Moore’s law and Denard’s scaling need for 

hardware-algorithm co-design has grown a lot.

➢ With the shift of computing workloads from cloud to edge demand 

for efficiency, robustness and privacy has grown a lot.

➢ As an A.I. researcher my goal is to thrive towards an A.I. augmented 

sustainable, safe and secure future.

Need to understand 

hardware limitations

Need to understand 

the societal demand

Need to understand 

the responsibility
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“Success in creating AI would be the biggest event in human 
history. Unfortunately, it might also be the last, unless we learn 
how to avoid the risks.”

-- Stephen Hawking 


